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Models

Representative
generalizations used for
prediction

s



Why model

\—,

Use information we have

to predict information we

don’t have

Which areas
are most
contaminated?
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sales?

. [ What drives
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Which

buildings will
fail inspection?
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What will the
weather be like
tomorrow?
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When we can’t
trust a model

Mimics training dataset I~
and models noise instead W

of generalizing a trend

X




Divorce Rate in Maine vs Per Capita
Consumption of Margarine

m Divorce rate in Maine
m Per capita consumption of margarine (US)
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tylervigen.com Correlation: 0.992558



Number People Who Drowned by Falling into a
Swimming-Pool vs Number of Nicolas Cage Films

m Number people who drowned by falling into a swimming-pool
m MNumber of films Nicolas Cage appeared in
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Many ways to
model

Ordinary Least Squares L
Geographically Weighted Regression =

—_—
Forest-based Classification and Regression *°1,



Least

Squares

Modeling linear relationships
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Dependent Variable

(JABBXr L BXSE

What are you trying to predict or
understand?



Explanatory Variables

GABA: . B

Variables you believe to cause or
explain the dependent variable



Coefficients

SFBBYBX: . BXrE

Represent the strength and type
of relationship that X has to y



Coefficients
JBBYABXr. BrrE
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Positive relationship- as obesity rates rise,
diabetes rates also rise



Coefficients
JBBYABXr. BrrE
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Negative relationship- as foreclosure rates
rise, home values drop



Coefficients
JBBYABXr. BrrE
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No relationship- the value for X is not
correlated with the value fory



Residual

S ABXAKE . LAAE

Model over and under predictions



Residual
JBBXAXE .. LAAD
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Residual
JBBXAXE .. LAAD
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Residual
JABXAKS .. LAAD

} difference between the observed
value and the predicted value = €
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Finding a model
we can trust

&



Every variable should be

statistically significant *

Variable
Intercept
HOSPBEDSD
EVANDMAND
IMAGINGD
HOUSTOND

PQI10D

Coefficient [a]
9947.038596

453.838027

0.399674

0.359023

-0.001145

1.041130

StdError

44.461950

94.410182

0.036395

0.165592

0.000115

0.220645

t-Statistic | Probability [b]

223.720250

4.807088

10.981628

2.168123

-9.999029

4.718573

0.000000%*

0.000006*

0.000000*

0.032424*

0.000000*

0.000009*

Robust SE
43.232352
95.160978

0.041993
0.161761
0.000104

0.213298

Robust t

230.083219

4.769161

9.517526

2.219469

-10.976894

4.881106

Robust_Pr [b]

0.000000*

0.000007*

0.000000*

0.028620%*

0.000000*

0.000005*

1.789789

3.476159

3.044556

1.329077

1.528101



Each variable should tell a
different part of the story

Variable
Intercept
HOSPBEDSD
EVANDMAND
IMAGINGD
HOUSTOND

PQI10D

Coefficient [a]
9947.038596

453.838027

0.399674

0.359023

-0.001145

1.041130

StdError

44.461950

94.410182

0.036395

0.165592

0.000115

0.220645

t-Statistic Probability [b]

223.720250

4.807088

10.981628

2.168123

-9.999029

4.718573

0.000000%*

0.000006*

0.000000*

0.032424*

0.000000*

0.000009*

Robust SE
43.232352
95.160978

0.041993
0.161761
0.000104

0.213298

Robust t
230.083219
4.769161
9.517526
2.219469
-10.976894

4.881106

Robust_Pr [b]

0.000000*

0.000007*

0.000000*

0.028620%*

0.000000*

0.000005*

1.789789

3.476159

3.044556

1.329077

1.528101




Residuals should not be clustered

: : : FABIAKr .. BAAD
in location or in value




Residuals should not be clustered

: : : FABIAKr .. BAAD
in location or in value

Input Features: Hot Spot Study Area Dependent Variable: TOTAL_COSTS 2010
Number of Observations: 110 Akaike's Information Criterion (AICc) [d]: 1672.966945
Multiple R-Squared [d]: 0.870841 Adjusted R-Squared [d]: 0.864631
Joint F-Statistic [e]: 140.241872 Prob(>F), (5,104) degrees of freedom: 0.000000%*
Joint Wald Statistic [el]: 556.069919 Prob(>chi-squared), (5) degrees of freedom: 0.000000%*

Koenker (BP) Statistic [f]: 27.470483 Prob(>chi-squared), (5) degrees of freedom: 0.000046*




Model should have a strong A0AT
R-Squared @8 00

Input Features: Hot Spot Study Area Dependent Variable: TOTAL_COSTS 2010
Number of Observations: 110 Akaike's Information Criterion (AICc) [d]: 1672.966945
Joint F-Statistic [e]: 140.241872 Prob(>F), (5,104) degrees of freedom: 0.000000%*
Joint Wald Statistic [el]: 556.069919 Prob(>chi-squared), (5) degrees of freedom: 0.000000%*
Koenker (BP) Statistic [f]: 27.470483 Prob(>chi-squared), (5) degrees of freedom: 0.000046*

Jargue-Bera Statistic [g]: 1.591597 Prob(>chi-squared), (2) degrees of freedom: 0.451221



Online help is ... helpful!

lj_, Modeling Spatial Relationships toolset colil
|| Regression analysis basics

How OLS regression works
Interpreting OLS results

What they don't tell you about regre
How GWR works

Interpreting GWR results
Interpreting Exploratory Regression
How Exploratory Regression works
How Generate Network Spatial Wei
How Generate Spatial Weights Mati
Spatial weights

Er EI’ EI’ Er "'r EI’ EI’ EI’ EI’ EI’ E

Interpreting OLS results

Dieskiop » Geoprocessing » Tool reference » Spatial Stetistics toolbox » Modeling spatial relationships toolset

Output generated from the OLS Regression tool includes the following:

+  Output feature class

Things to check

IR

4 r

i Modeling spatial relationships toolset

= D [ E E E

An overview of the Modeling Spatial Relai
Exploratory Regression
Generate Metwork Spatial Weights
Generate Spatial Weights Matrix
Geographically Weighted Regression (GY
Ordinary Least Sguares (OLS)
Modeling Spatial Relationships toolset col

|=5] Regression analysis basics

|=] How OLS regression works

|=] Interpreting OLS results

|._|-“ What they don't tell you about regre

[ |

Regression analysis basics <

Deskiop » Geoprocessing » Tool reference » Spatial Statistics toolboe » Modeling spatial relationships toolset

The Spatial Statistics toolbox provides effective tools for quantifying spatial patterns. Using

the Hot Spot Analysis tool, for example, you can ask questions like these:

+ Are there places in the United States where people are persistently dying young?
+ Where are the hot spots for crime, 911 emergency calls (see graphic below), or fires?

+ Where do we find a higher than expected proportion of traffic accidents in a city?

ﬁ I ~ " ¥

Common regression problems, consequences, and solutions

Omitted explanatory When key explanatory

v Coefficients are statistically significant

v No redundancy among explanatory variables

v Residuals are normally distributed

v Residuals are not spatially autocorrelated

v Strong Adjusted R2 (good model performance)

variables (misspecification). variahles are missing from a
regression model, coefficients
and their associated p-values

cannot be frusted.

OLS and GWR are both
linear methods. If the
relationship between any of
the explanatory variables and
the dependent variable is
nonlinear, the resultant model
will perform poorty.

Monlinear relationships.
View an illustration.

>

o -

Map and examine OLS
residuals and GWR
coefficients or run Hot Spot
Analysis on OLS regression
residuals to see if this
provides clues about possible
missing variables.

Create a scatter plot matrix
graph to elucidate the
relationships among all
variables in the model. Pay
careful attention fo
relationships involving the
dependent variable.




Variables

&

Cultural Environmental

OO

Lifestyle Spatial

Socio
Economic

Exploratory
Regression =
h

4. Bias
5. Performance

2. Completeness
0]

3. Significance
«

D 4

Creates Output
Diagnostic Report






Geographicall
Weighted

Reqression

Exploring spatial variation



each
feature

gets a
separate
equation
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Residuals Condition Number Predictions



Forest-based
Classification &

Reqression

Predicting using machine learning



Training

H variable to predict

I Breed I
P

/Size A
Color
Fur

Ears

Tail

Age
Weight

\/_/

explanatory variables




Decision Tree

Size




Forest

Random subset of data and variables used in each tree



Forest

-
() Size

Majority vote wins @ = “Puup



Classification

Predict|categorical|variable




Regression

Predict|continuous|variable

) Sales profits
Crime rate ate o
- .
{ Morta’ty\?
ealthcare
in




Explanatory Variables
Attributes

Distance features @
Rasters




Explanatory Training
Variables

Other attributes in the layer
containing the Variable to Predict



Explanatory Training
Distance Features

Features from which distances
will be calculated



Explanatory Training
Rasters

Rasters from which values will be
extracted



Prediction Type

Train only
Predict to features
Predict to rasters



Train only

Assess model performance

4 ) . .
How Which variables
accurate is were most
the model? important for

\_ ﬁ ;diction? y



Predict to features

Create a prediction feature class

-~

o

~
Predict

missing values
in study area

4 )

Predict values
in a different
study area

\/_/

N

-

~
Predict values

in a different

time period
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Predict to raster

Create a prediction surface

-

LV

All explanatory
variables must
be rasters

N

4 I
Predict values

in a different
study area

/

N

4 N
Predict values

in a different
time period
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Finding a model
we can trust

&



How well does

: : each variable do in
Variable importance cplitting the troes?



How well can each

Out Of Bag errors tree predict the

/\ excluded features?




Model Validation

Training features



Model Validation

Training features 10% held back
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Model Validation

How well can the
forest predict the
features not used
in training?

)

)



R-squared

predicted value

observed value

How well can the
forest predict
(regression) the
features not used
in training?



How well can the
forest predict
(classification) the
features not used
in training?

Confusion matrix

Predicted

- ®
R n n Sensitivity for e
8/(8+2)
&

True labels



How well can the
forest predict
(classification) the
features not used
in training?

Confusion matrix

Predicted

True labels







"Essentially, all
models are
wrong, but some
are useful."

- George E. P. Box



Want to learn more??? ® | e
esriurl.com/spatialstats @ esrl | :..
TUESDAY

Ibennett@esri.com
jdacosta@esri.com
fvale@esri.com

Please fill out a course survey!!

WEDNESDAY Download the Esri Events Select the session Scroll down to find Complete Answers

app and find your event you attended the survey and Select “Submit”

esri events Schedule -AnIntrodu... | ]:

TUE
July 81,2017 "
San Diego, CA

FEEDBACK

ArcPad - An Introduction

SDC " Title and Description Consistent with
9:45 Al C-Room 32 A

ArcGIS Pro: Mapping and
2017 Esri Visualization

Content

3 ! - Add Reminder
Business Summit il DCC- ¢
AT Well Organized/Clear Presentation
9.45 AM TIME
—(2 }—{3)—{(4)—5) H

ArcPad - An Introduction

THURSDAY

Jul11,8:30 AM - 9:45 AM

SDCC - Room 3:
- Public Speaking Skills

' SDCC- Room 32 A -
Building Your Indoor GIS: CAD and 3 ow ()23 )—4)—8) figt
BIM Import
DESCRIPTION

The content of the workshop was relevant

This session will provide an overview of to my work
ArcPad, Esri's software for mobile GIS and

field mapping, with an emphasis on the new No

Filter On

4p Beyond Where: Modeling Spatial Relationships and Making
Predictions 17A
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